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Abstract
The electron dynamics in modulation p-doped InGaAs/GaAs self-assembled
quantum dots have been studied by time-integrated and time-resolved up-
conversion photoluminescence. A significant state filling effect is observed
with exclusion of the phonon bottleneck effect. The rise time and decay time
are found to vary with the excitation intensity for the ground state and excited
states of the quantum dots. In the low intensity regime the rise time decreases
with increasing excitation intensity because of the increased scattering between
the photoexcited electrons and excess holes. By contrast, in the high excitation
regime the rise time exhibits a slight decrease due to the state filling effect. A
simplified rate equation model indicates that the modulation p-doped quantum
dots exhibit an increasing saturation factor with increasing detection photon
energy based on the theory of parabolic confinement of the quantum dots, which
is consistent with the observed excitation dependence.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Semiconductor quantum dots (QDs) have attracted much attention in condensed matter physics
in recent years because they are key materials for the next generation of electronic and
optoelectronic devices. In particular, p-doped QDs can greatly improve the electrical and
optical properties due to their excess built-in holes [1–3]. Non-equilibrium carrier dynamics
play an important role in determining the performance limitations of QD lasers and therefore
have been the subject of considerable research in recent years [4]. The atomic-like discrete
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energy states of QDs are expected to lead to a state filling effect due to the Pauli exclusion
principle taking effect when only a few carriers populate the lower states. This will also lead to
hindered intersubband relaxation and to the observation of excited-state interband transitions as
the excitation intensity is increased. The state filling effect is an interesting phenomenon that
has been extensively investigated in various quantum structures using a variety of techniques,
and it provides detailed information on the optical and dynamical properties [5, 6].

The state filling effect, phonon bottleneck and segregated inhomogeneous broadening can
give rise to higher energy emission peaks, but they possess distinctive characteristic features.
The state filling effect is the only one which will show clear saturation effects. In general,
the intersubband relaxation is significantly more efficient than the interband recombination of
the corresponding excited state if there is no significant phonon bottleneck effect. Thus only
the transition from the ground state is observed at low excitation intensity. With increasing
excitation intensity, a progressive saturation of the lower energy transitions is combined
with the emergence of emission peaks originating from the excited-state interband radiative
transitions. The intersubband carrier relaxation toward the lower levels is slowed down due
to the reduced number of available final states. By contrast, the phonon bottleneck effect
will permit excited-state interband transitions even under low excitation conditions because
the intersubband and interband relaxation dynamics are comparable. On the other hand, in the
case of segregated inhomogeneous broadening, multiple peaks with the same relative amplitude
are usually observed over a broad range of excitation intensity, since they reflect the relative
abundance of a given ground-state energy relative to the other available ground-state energies
in the probed area. Consequently, in the case of segregated inhomogeneous broadening in
quantum wells, the energy position of the peaks can be observed following the energy predicted
for a quantum well with a fluctuation of a few monolayers from its mean deposited thickness.
By contrast, in self-assembled QDs the energy spectra of the excited states are typically quite
different from the monolayer fluctuation energies due to lateral confinement [6].

The observed photoluminescence (PL) peak separation between the radiative recombina-
tion of adjacent excited states in self-assembled QDs is typically about 50–80 meV [7, 8]. This
allows excited-state transitions to be resolved in the presence of inhomogeneous broadening
which for self-assembled QDs typically has a full width at half maximum (FWHM) of sim-
ilar size. This broadening arises from small fluctuations in the QD size, alloy composition
variations, and shifts due to strain-field effects. The major contribution to the inhomogeneous
broadening comes from the variation of dot size due to the large confining potentials and the
small volumes. However, due to self-organizing processes, segregated inhomogeneous size
broadening is not normally observed in InGaAs/GaAs self-assembled QDs. Under favourable
growth conditions, alloy fluctuations can be minimized, and would certainly never lead to seg-
regated inhomogeneous alloy broadening under normal conditions [6].

In addition, many-body phenomena such as biexcitons, charge excitons, exciton
complexes, and band-gap renormalization can also contribute to the broadening at higher
excitation intensities. However, for a large ensemble of QDs they will be difficult to resolve in
the presence of the above inhomogeneous broadening mechanisms, as they can only shift the
emission energy by a few millielectron volts [9, 10].

The carrier relaxation and capture into quantum dots play a central role in determining
the performance of QD lasers; they have been extensively studied in recent years and various
relaxation mechanisms have been proposed, such as Auger processes [11], electron–hole
interactions [2] and multi-phonon processes [12]. The p-type doping of quantum dots can
greatly improve the performance of QD lasers because of effective compensation of the closely
spaced hole states [1]. Gündoğdu et al [2] found an extremely fast carrier relaxation from the
barrier to the ground state in doped InAs QDs, especially in a p-doped sample, which was
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attributed to efficient electron–hole scattering. Siegert et al [13] studied the carrier dynamics of
modulation doped InAs QDs with different excitation conditions to classify the contribution of
different mechanisms of carrier relaxation. However, the detail of the relaxation mechanism
depends sensitively on the features of the QDs, such as the composition, dot size, doping
density, temperature, excitation density and wavelengths, and it is difficult to identify the
particular relaxation mechanisms from experiments [14–16].

In this paper, we present investigations of the state filling effect and electron dynamics
of p-doped InGaAs/GaAs self-assembled QDs using time-integrated and time-resolved up-
conversion photoluminescence techniques at various excitation conditions. In the low and
high excitation regimes the different variations of the rise times suggest that different effects,
electron–hole scattering and the state filling effect, are the dominant mechanisms. A simplified
rate equation model is presented to understand quantitatively the main microscopic processes
involved in the observed PL transitions in modulation p-doped QDs based on the theory of
parabolic confinement of the QD ensemble.

2. Experimental details

The InGaAs QD sample used in this work was grown on semi-insulating (100) GaAs substrates
by low-pressure metalorganic chemical vapour deposition (MOCVD). First, 200 nm of GaAs
buffer layer was grown at 650 ◦C on a semi-isolated GaAs substrate, followed by In0.5Ga0.5As
dots grown and capped with 11 nm GaAs at 550 ◦C. After a 1 min interruption, a 10 nm thick
GaAs layer was grown as the temperature was ramped to 650 ◦C. The quantum dots have base
diameters of 20–30 nm and 4–5 nm height, with density of 3×1010 cm−2. A 20 nm thick doped
GaAs (III/V ratio of 100:40) layer was grown at 650 ◦C with a CCl4 flow of 5 × 10−7 Torr;
the corresponding doping density is about 5 × 1015 cm−3. Finally, 170 nm undoped GaAs was
capped at 650 ◦C.

The time-resolved PL (TRPL) experiment was performed using the up-conversion
technique, similar to that used previously [17]. The QD sample was excited by 800 nm
ultrashort pulses with duration 80 fs and repetition rate 1 kHz from a regenerative amplifier. The
photoluminescence from the sample was collected in a back-scattering geometry and mixed in
a nonlinear β-barium borate (BBO) crystal with a variable delay gating pulse (800 nm, 80 fs,
20 μJ) to generate a sum-frequency mixing signal. The sum-frequency signal was dispersed in
a monochromator and detected with a photomultiplier coupled to a lock-in amplifier system.
The up-conversion system has a time resolution of 150 fs and a spectral resolution of 2 nm.
The time-integrated PL (CWPL) experiment was performed with two kinds of laser excitation.
One was a 532 nm laser, which allows continuum excitation with relatively low power. The
other was 800 nm ultrashort pulses from a regenerative amplifier that can achieve much higher
temporary peak intensity due to the much shorter duration. The PL was measured using a
conventional spectrometer and photomultiplier.

3. Results and discussion

The CWPL spectra excited by the 532 nm laser were measured at 77 and 293 K. At 77 K
with 2 mW excitation, the CWPL spectrum exhibits a single Gaussian distribution, which can
be attributed to the ground-state transition. No evidence of a phonon bottleneck is observed
because there is no excited-state component at low excitation. On increasing the excitation to
52 mW, the CWPL spectrum reveals an evident asymmetry on the high-energy side, as shown
in the inset of figure 1. The spectrum is fitted well with a two-Gaussian function, and the
locations of the ground state and the excited state with an energy separation of 76 meV are
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Figure 1. Time-integrated PL spectrum of modulation p-doped InGaAs/GaAs QDs for a 532 nm
laser excitation of intensity 52 mW at 293 K. The dotted line indicates a single Gaussian component.
The inset shows the PL spectrum with the same excitation at 77 K and a two-Gaussian fit; the dotted
lines are the corresponding Gaussian components.

deduced; the corresponding Gaussian components are also shown in the inset (dotted line).
These results suggest that saturation takes place in the ground-state transition and there is a
comparable contribution from excited-state transitions.

At 293 K with 52 mW excitation, the PL spectrum also shows an asymmetry on the
high-energy side, as shown in figure 1. The amplitude of the excited states is much smaller
than that of the ground state. Thus the state filling effect is difficult to identify under these
excitation conditions because the contribution of the excited states is markedly smaller than
that of the ground state, and inhomogeneous broadening is large. The PL component from the
second excited state does not appear at low temperature but appears at room temperature, which
probably results from the thermal activation at room temperature [13].

Figure 2 shows the PL spectra at various excitation intensities of ultrashort pulses at
293 K. At low excitation intensity, the PL from the ground state is evidently observed, but
that from the excited states is hard to distinguish due to extremely weak PL signal and noise
from the laser fluctuation. With increasing excitation intensity, in addition to the transitions
from the ground state, transitions from the excited states and the wetting layer (WL) are clearly
identified, which suggests that the high-energy peaks originate from a state filling effect rather
than the phonon bottleneck. In this situation, the intersubband relaxation times of the QDs
should be significantly shorter than the lifetime of the excited states, otherwise the excited-state
luminescence would be observed even at low excitation intensity (phonon bottleneck effect).
With further increasing excitation intensity, the strong state filling effect leads to intense PL
from the wetting layer.

Figure 3 shows the evolution of the photoluminescence detected from the ground
state (a), the first excited state (b) and the second excited state (c), for an excitation
intensity of about 100 μJ cm−2. Each curve is well fitted by the exponential rise and decay
function A[exp(−t/τD) − exp(−t/τR)], where τD and τR are the decay time and rise time,
respectively. The squares correspond to the experimental data and the solid line represents the
fitted curve. We deduce rise times for the ground state of 30 ps and for the excited states of
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Figure 2. Time-integrated PL spectrum of modulation p-doped InGaAs/GaAs QDs excited at
various excitation intensity of an ultrashort pulse at room temperature. The arrows indicate the
transitions of the ground state, the excited states and the wetting layer.

Figure 3. Time evolution of the photoluminescence of InGaAs/GaAs modulation p-doped QDs
for the ground state (a), first excited state (b) and second excited state (c) of the QDs at room
temperature. Solid lines are fits with an exponential rise and decay function.

25 and 18 ps, and decay times of 445, 390 and 340 ps, respectively. At high excitation, the PL
evolution exhibits a non-exponential plateau, which has been attributed to the state filling effect
according to calculations and observations [6, 18].

For p-doped QDs, the lowest few levels of the valence band are occupied prior to optical
excitation. Basically, electrons are excited into the GaAs barrier under laser excitation of
800 nm because the photon energy is larger than the band gap of the GaAs barrier. These
photoexcited electrons then relax quickly into the low levels of the barrier and the InGaAs WL
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Figure 4. Rise time (a) and decay time (b) as a function of excitation intensity in modulation p-
doped InGaAs/GaAs QDs. The circles and squares represent the ground state and excited state,
respectively.

through effective longitudinal optical (LO) phonon scattering. Electrons can be captured from
the WL directly into the ground state of the QDs or first captured into the excited state of the
QDs below the WL, and then they relax into the ground state of the QDs [19]. The dominant
relaxation channel for p-doped QDs is electron–hole scattering [4, 20]. In this process electrons
release their excess energy through scattering with holes built in the valence band of the QDs.
The hole energy states in the valence band are closely spaced and strongly broadened by phonon
scattering, thereby providing a wide phase space of available energy-conserving transitions.

The PL evolution was measured at room temperature with various excitation intensities
and fitted with an exponential rise and decay function. Figure 4 compares the rise times and
decay times of the ground state and first excited state as a function of excitation intensity. The
rise times of the ground state and excited state show a similar trend: for example, fairly long
rise times of 60 and 40 ps appear at very low excitation intensity. The rise times decrease with
increasing excitation intensity until about 100 μJ cm−2, where the rise times are 30 ps and
25 ps for the ground state and excited state, respectively. With further increase of excitation
intensity, however, the rise times do not show a further decrease.

In the low excitation regime the scattering between photoexcited electrons and excess holes
built in the valence band due to p-doping is the dominant mechanism for the relaxation from
the wetting layer into the QDs [2, 13]. The electron states of the QDs are rarely occupied and
thus the state filling effect plays only a little role. At low excitation, the density of photoexcited
electrons in the WL is very low, so the rate of the electron–hole scattering is very low, and thus
a long rise time is observed. With increasing excitation intensity the density of photoexcited
electrons increases, and thus the electron–hole scattering is enhanced, which leads to a decrease
of the rise time. With increasing excitation intensity, however, the occupied density of electrons
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in the QD states increases as well. The state filling effect plays an increasing role, which
results in a reduced relaxation channel. With further increase of excitation, the state filling
effect becomes the dominant mechanism and thus the rise time does not decrease further.
Therefore, in the low excitation regime, the rise time decreases with excitation intensity due
to enhancement of the electron–hole scattering, whereas in the high excitation regime the state
filling effect results in a hindered relaxation and thus a flat variation in the rise time.

The decay time, in principle, is determined mainly by radiative and nonradiative
recombination. Intersubband relaxation gives a limited contribution to the excited states
because it is not very effective in this particular doped sample on account of the quite close
decay times in the ground-state and excited-state transitions [21]. For a doped sample, the
nonradiative centres are most likely the defects introduced by the doping, and these have a
relatively short lifetime [22, 23]. At low excitation, nonradiative centres play the main role,
and thus a short decay time is obtained. With increasing excitation, the nonradiative channel
appears to saturate due to the low density of the defects. Radiative recombination becomes the
dominant mechanism and thus a long decay is observed.

We present a simplified rate equation model in order to understand quantitatively the main
microscopic processes involved in the observed PL in modulation doped QDs [24, 25]. The PL
intensity of a transition is proportional to the number of respective electron–hole pairs. For a
p-doped QD discrete level system, the PL intensity for transition i is proportional only to the
electron density Ni in the level i of the conduction band due to the excess built-in holes in the
QD region prior to the excitation. The electron levels can be made to have an energy spacing
as large as 80 meV, while the hole levels are much more closely spaced at 5–10 meV [26, 27].
The closely spaced hole levels result in thermal smearing of the hole population among many
hole states. In this situation, the electrons have a high probability of residing in the ground
level of the QDs and the injected electrons easily find holes with which to recombine due to the
excess built-in hole population. Thus the transition energy difference corresponds to the energy
spacing of the electrons, and the carrier capture is mostly related to electrons.

The carrier relaxation from j to i ( j > i ) is proportional to the non-occupancy of the level.
The rate equation for level i can then be written [24]:
dNi (t)

dt
= − Ni (t)

τ i
el

+
∑

j>i

N j (t)

τ
j i

rel

Di − Ni (t)

Di
−

∑

j<i

Ni (t)

τ
i j
rel

D j − N j (t)

D j
+ Gi (t) (1)

where τ i
el is the effective lifetime of the i th level, τ

i j
rel and τ

j i
rel are relaxation times between the

i th and j th level of the electrons, Di is the state density, and Gi(t) is the population captured
from the WL, which can be expressed as ησ N0 Iex

τ i
cap

Di −Ni (t)
Di

, where τ i
cap is the capture time, σ is

the absorption cross section, Iex is the laser intensity, N0 is the total state density in the wetting
layer, and η is the capture efficiency. The factor [Di − Ni (t)]/Di is a state filling factor which
takes account of the fact that the electron can only relax to a lower-lying unoccupied dot level
(Pauli blocking).

For the modulation doped QDs, electron relaxation from the WL is the dominant channel,
while intersubband relaxation plays only a minor role in the energy relaxation. It is reasonable
to neglect the intersubband relaxation in equation (1), and the rate equation can then be written
in the simple form

dNi (t)

dt
= − Ni (t)

τ i
el

+ ησ I N0

τ i
cap

Di − Ni (t)

Di
. (2)

At the maximum point of population N(t = tm), the peak of the PL evolution, dNi (tm)/dt = 0,
is satisfied. Thus the population of level i is found to be

Ni (t = tm) ∝ Di/(1 + αi Di/I ), (3)
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Figure 5. Peak intensity dependence of the excitation intensity at different detection wavelengths.
The solid lines represent fits using IPL = A/(1 + B/Iex), with B the saturation factor.

Figure 6. Saturation factor as a function of photon energy deduced from the time-resolved
photoluminescence for the modulation p-doped InGaAs quantum dots. The arrows indicate the
energy of the lowest three states of the QDs and the dotted curve is the corresponding PL curve.

where αi Di is a saturation factor which depends on the level, and αi = τ i
cap/(σ N0τ

i
el). The

corresponding intensity at the maximum point is given by

I i
max(Iex) ∝ ηi Ni ∝ ηi Di/(1 + αi Di/Iex), (4)

where ηi is the quantum efficiency.
We measure the excitation intensity dependence of the PL at different detection

wavelengths and extract the peak intensity from the fitted curves, as plotted in figure 5. It
is evident that a significantly different saturation occurs for the different wavelengths. In order
to compare the saturation characteristics we fit the curves with equation (4) and deduce the
saturation factor as a function of detection energy, as shown in figure 6.
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The potential function of the QDs can be described by the expression Vj = m∗ω2
j r

2/2
using a harmonic oscillator model for parabolic quantum confinement [28], where j represents
an electron or a hole and m∗, ω j and r are the effective mass, the frequency and the radial
coordinate of the dots, respectively. The eigenenergies for a single electron or hole are given by
E j

lm = h̄ω j (2�+m+1), where � and m are the radial and angular momentum quantum numbers,
and h̄ is Planck’s constant. The eigenenergies can also be written as E j

lm = h̄ω j(i + 1), setting
i = 2� + m. The degeneracy of each state is gi = 2(i + 1) with i = 0, 1, 2, . . . when taking
the spin degeneracy into account.

The saturation factor αi Di increases with detection photon energy. We can estimate the
ratio (τcap/τel)i=0,1,2 for the first three levels based on the excitation dependent experiments:
τcap is the rise time in the low excitation regime, and thus with minimal state filling
effect; and τel is the decay time in the high excitation regime, where the electron–
hole recombination makes the dominant contribution. Thus we can get the relation
(τcap/τel)i=0:(τcap/τel)i=1:(τcap/τel)i=2 ≈ 1:0.9:0.8, with i = 0 for the ground level. We
can then deduce the ratio of the saturation factor of the excited states to the ground state,
(αi Di )i=2:(αi Di )i=1:(α0 D0)i=0 ≈ 2.5:1.8:1.0. Taking into account the inhomogeneous
broadening of the QD ensemble due mainly to fluctuations in dot size, the saturation factor
should increase with increasing detection photon energy.

The saturation factors deduced from the excitation intensity dependence experiment are
shown in figure 6 (squares). The dotted line is the PL curve and the arrows indicate the
locations of the lowest three transitions according to the CWPL experiment. It is evident that
the saturation factor increases with increasing detection energy, which is consistent with the
prediction of the rate equations.

4. Summary

We have studied the state filling effect and electron dynamics in modulation p-doped
InGaAs/GaAs self-assembled quantum dots using time-integrated and time-resolved up-
conversion photoluminescence. A significant state filling effect is found with exclusion of the
phonon bottleneck effect, and the rise times and decay times vary with the excitation intensity.
In the low excitation regime, the dominant relaxation from the wetting layer to the quantum
dots is scattering between the photoexcited electrons and excess holes in the valence band due
to doping, and thus the rise time decreases with increasing excitation. In the high excitation
regime, the state filling effect plays a dominant role, and thus results in a flat variation of rise
times. A simplified rate equation model indicates that the modulation p-doped quantum dots
exhibit an increasing saturation factor with increasing detection photon energy based on the
theory of parabolic confinement of the quantum dots, which is consistent with the observed
excitation dependence.
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